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Since 2017, the United Nations (UN) has regularly convened a group of 

government experts (GGE) to explore the technical, legal, and ethical issues 
surrounding the deployment of lethal autonomous weapon systems (LAWS). 
Established by the High Contracting Parties to the Convention on Certain 
Conventional Weapons (CCW), the UN GGE on LAWS includes 
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representatives from different states with disparate national interests.1 
Despite multiple meetings, the GGE has failed to reach consensus on several 
important issues, such as whether new international law is necessary to 
regulate autonomous weapon systems, or whether political measures and 
guidelines would be more appropriate to manage this emerging technology.2 
In March 2019, U.N. Secretary
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components and other technological add-ons” to create “unique and fairly 
capable weapons,” including bomb-drop capable drones.13 Ingenuity and 
easy access to drone technology enabled ISIS to conduct “between 60 and 
more than 100 aerial drone bombing attacks per month, spread across both 
Iraq and Syria” in 2017.14 

ISIS’s use of drones offers just one example of how quickly 
weaponization can occur and states can lose exclusive control over an 
emerging technology. As the former General Counsel for the National 
Security Agency warned, rapid changes in technology present challenges that 
can upend our national security.15 As the pace of technological development 
quickens, states may have only a very narrow window in which to craft the 
regulatory frameworks needed to manage the use of new technologies before 
they become readily accessible. Many states have therefore called upon the 
international community to take regulatory action in the development, 
procurement, and use of lethal autonomous weapons.16 

Artificial intelligence research and development, the backbone of 
LAWS technology, remains controlled by those who can afford the very large 
data centers necessary for conducting complex calculations.17 In practice, this 
means that only states and very large corporations have ready access to the 
computer infrastructure needed to develop AI technology. In other words, AI 
research and development remains a field of “haves”—states and large 
corporations theoretically regulated by states—and “have nots”—non-state 
actors seeking to weaponize new technologies for asymmetric advantage on 
the modern battlefield. While the high costs associated with AI may 



2020]  LETHAL AUTONOMOUS WEAPONS UNDER INTERNATIONAL LAW 105 

 

international communi



106 SOUTHWESTERN JOURNAL OF INTERNATIONAL LAW [Vol. XXVII:1 

 

and those that allow a human on the loop, but that are effectively out-of-the-
loop weapons because the supervision is so limited.”26 

Alternatively, some states base their definition of autonomous weapon 
systems on the capabilities of the systems themselves. For example, the 
United Kingdom defines an “autonomous system” as one that “is capable of 
understanding higher-level intent and direction.”27 The U.K. definition 
further explains that “[f]rom this understanding and its perception of its 
environment, such a system is able to take appropriate action to bring about 
a desired state.”28 

The third definitional category emphasizes the nature of the tasks to be 
performed autonomously and the legal implications of autonomous action.29 
For example, the International Committee for the Red Cross (ICRC) has 
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III. SUBSTANTIVE LEGAL CHALLENGES 

Until these definitional questions are resolved, it is difficult to imagine 
how any regulatory scheme governing autonomous weapons technology 
could prove workable. Of even greater challenge, however, is the gulf in state 
perspectives over the potential substantive legal regulation of LAWS. 
Dozens of countries have publicly expressed concern over fully autonomous 
weapons because of a “wide array of serious ethical, legal, operational, 
proliferation, moral, and technological concerns over removing human 
control from the use of force.”34 Some of these states, as well as non-
governmental organizations and corporations, have advocated for a pre-
emptive ban on fully autonomous LAWS.35 At least twenty-



108 SOUTHWESTERN JOURNAL OF INTERNATIONAL LAW [Vol. XXVII:1 

 

From the U.S. and U.K. perspective, existing laws of armed conflict are 
sufficient to govern the development and use of LAWS.40 Indeed, there are 
strong arguments that existing treaty and customary law regarding armed 
conflict are adequate to regulate LAWS, assuming states properly interpret 
and apply this legal framework.41 In documents submitted to the GGE, the 
U.S. took the position that the use of autonomous weapons could in fact 
enhance conformity to the existing laws of war by increasing targeting 
precision, thus avoiding inadvertent civilian casualties.42 In opposition to the 
argument that existing law is sufficient, some posit that machine decision-
making could not properly assess whether a use of force would comply with 
the requirements of proportionality and distinction under international law.43 
Other critiques include the claim that upholding law of armed conflict 
principles requires human judgement, with associated legal culpability for 
decision-makers.44 Finally, some argue that because LAWS technology is so 
speculative in nature, it is unclear how traditional principles of the law of war 
would operate.45 

Rather than a binding legal agreement, some countries have instead 
recommended political declarations or other non-binding documents for the 
purpose of affirming the importance of human control over lethal force and 
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guiding states in using this technology in accordance with law of armed 
conflict principles.46 Achieving consensus among states to even enter into 
negotiations for a legal agreement appears difficult. 

States would also have to agree on the substantive provisions of any such 
agreement. Short of an outright ban, potential regulatory limits on LAWS 
could address a variety of issues concerning the technology. At a 
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Conventions,51 the Convention on Cluster Munitions,52 



2020]  LETHAL AUTONOMOUS WEAPONS UNDER INTERNATIONAL LAW 111 

 

regulatory success. Watts then argues that traits intrinsic to the weapons 
themselves have also historically influenced states’ acceptance or rejection 
of specific weapons regulations. In particular, states’ willingness to enter 
into, and then obey, international legal limitations have been influenced by 
factors such as effectiveness, novelty, deployment, medical compatibility, 
disruptiveness, and notoriety of the weapons.59 An analysis of these factors 
suggests that attempts to regulate LAWS may ultimately prove 
unsuccessful.60 

A. Effectiveness 

According to Watts, the effectiveness of a weapon may play an 
important role in a state’s willingness to regulate it.61 Historically, states have 
been reluctant to impose self-limits regarding genuinely effective weapons.62 
Under his definition, effectiveness may be measured both in terms of the 
weapon providing access to otherwise limited enemy areas, and its ability to 
confer a military advantage.63 

Though LAWS technology is speculative in nature, experts have 
predicted that such weapons systems could offer distinct military advantages 
as well as access to previously restricted environments. As mentioned above, 
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non-state armed groups may have such an effect.92 It is possible that the risk 
of rogue states or non-state armed groups gaining access to LAWS 
technology would have a positive effect on international willingness to 
establish regulations on the weapons’ sale and transfer. 

F. Notoriety 

Lastly, Watts notes that one of the strongest historical indicators of 
future LAWS regulation is notoriety. Watts points out that in the past, efforts 
to revise weapons laws have been heavily influenced by public opinion and 
that in the Information Age, “public perceptions of weapons and their effects 
are likely to be increasingly influential forces in international regulation of 
weapons.”93 In a study of public opinion and the politics of autonomous 
weapons, Michael Horowitz explained that public opinion is a 
“microfoundation” that can influence the preferences of bureaucrats and 
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personalities, including Google and Elon Musk, may impact public opinion 
regarding the weapons systems, perhaps affecting the “notoriety” analysis 
above.102 Certainly, if LAWS technology were to be used by a military in a 


