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I. INTRODUCTION 

There exists a tremendous volume of scholarship and debate addressing 
the law of armed conflict! and autonomous weapon systems. Most of the 
arguments focus on their inherent legality and the adequacy of existing law 
to regulate these systems. 

The United States has long maintained that autonomous weapon systems 
are not prohibited per se by the law of armed conflict. The U.S. considers 
that such advances in technology can enhance compliance with the law and 
reduce harm to the civilian population during armed conflict. Weapon 
systems with advanced levels of autonomy could reduce misidentification of 
military targets, better detect potential collateral damage, and prove more 
distinct in target engagement. Additionally, and of particular interest to this 
Article, the U.S. government and other governments around the world have 
implemented policies and procedures that regulate the acquisition, 
development, testing, and employng, *S kF
kY dkk
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Autonomy is the ability of a machine to perform a task without human 
input.!! It is distinct from automation, which is simply using a machine to 
perform a particular process, while autonomy describes a system capable of 
operating independently for some period without direct human 
intervention.!" Determining a system’s degree, or amount, of autonomy is 
important for understanding the challenges and opportunities that come with 
autonomous systems.!# 

In October of 2016, the Joint Chiefs of Staff, Joint Concept for Robotic 
and Autonomous Systems (JCRAS), defined autonomy as: 

[t]he level of independence that humans grant a system to execute a given 
task. It is the condition or quality of being self-governing to achieve an 
assigned task based on the system’s own situational awareness (integrated 
sensing, perceiving, analyzing), planning, and decision-making. Autonomy 
refers to a spectrum of automation in which independent decision-making 
can be tailored for a specific mission, level of risk, and degree of human-
machine teaming.!5 
There are three basic dimensions of autonomy: the type of task the 
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decide, and act on its own once put into operation, but a human user can 
observe the machine’s behavior and intervene to stop the action if 
necessary.!9 Supervised autonomous robotic surgery!: is an example of a 
supervised
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both autonomous systems and military units are subject to established levels 
of C2. The same holds true for autonomous weapon systems. 

III. AUTONOMY IN WEAPON SYSTEMS 
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human operator. This includes: Semi-autonomous weapon systems that 
employ autonomy for engagement-related functions including, but not 



8 SOUTHWESTERN JOURNAL OF INTERNATIONAL LAW [Vol. XXVII:1 

that through interaction with the environment the device can learn 
autonomously, expand its functions and capabilities in a way exceeding 
human expectations.#7 
Chinese use of these decidedly narrow factors–no human intervention 
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The second fundamental prohibition—inherently indiscriminate 
weapons—derives from the principles of distinction and proportionality, 
which the United States, as noted in the DoD Law of War Manual, considers 
customary international law.7; In other words, weapons that cannot be 
directed at a military objective or whose effects cannot be limited as required 
by the law of armed conflict are prohibited. The customary distinction rule is 
reflected in Article 51(4)(b) of Additional Protocol I  and states that 
“indiscriminate attacks are … those which employ a method or means of 
combat which cannot be directed at a specific military objective.”7! The 
customary proportionality rule is reflected in Article 51(5)(b) banning attacks 
in which the expected collateral damage is excessive compared to the direct 
military advantage anticipated.7" 

These fundamental obligations are likely immaterial in determining 
whether lethal autonomous weapon systems are unlawful by its nature. Being 
autonomous, by itself, does not unnecessarily increase suffering. The 
superfluous injury rule is focused on the nature of the injury, not on whether 
a system can autonomously select and engage a target without human 
intervention. It would only be relevant if the autonomous system used means 
that would violate the superfluous injury rule, such as creating fragments 
intended to penetrate the human body that are undetectable by x-ray.7# 

The focus of the indiscriminate weapons prohibition is determining 
whether the employment of lethal autonomous weapon systems is expected 
to be indiscriminate in all circumstances. If the weapons review determines 
the specific autonomous weapon system being tested cannot under any 
circumstances be directed at a lawful target, or its effects cannot comply with 
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Commentators universally agree that the law of armed conflict applies 
to the use of autonomous weapons.8"  There is also consensus that the law 
does not prohibit such weapons, and government attorneys and academic 
scholars alike stress that a ban of autonomous weapon systems is at best 
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(b) Complete engagements in a timeframe consistent with commander and 
operator intentions and, if unable to do so, terminate engagements or seek 
additional human operator input before continuing the engagement. 
(c) Are sufficiently robust to minimize failures that could lead to unintended 
engagements or to loss of control of the system to unauthorized parties.88 
In addition, weapon systems must be readily understandable to trained 

operators and provide traceable feedback on system status.89 The Directive 
also requires commanders to use autonomous weapons in a manner 
consistent with its design, intended purpose, weapon system safety rules, the 
laws of armed conflict, and rules of engagement.8: Thus, a determination on 
the legality of LAWS turns on how it is employed within the specific 
parameters of its intended use. 

V. AUTONOMOUS WEAPON SYSTEMS AND THE LAW OF 
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distinguish between lawful and unlawful targets cannot be used where the 
two are co-located; failure to comply with this requirement could result in an 
indiscriminate attack and a violation of the law of armed conflic
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including humanitarian and military considerations.”
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commanders at the strategic, operational, and tactical levels of warfare 
maintain control and accountability on their means and methods of 
engagement, to include their compliance with the law of armed conflict.!!7 
Consequently, these processes directly control the manner by which 
autonomous weapon systems would be employed during military operations 
considering the purpose and range of circumstances the system was designed. 
While there is no comprehensive, singular targeting doctrine used by States, 
the U.S. joint targeting doctrine is a good example of how armed forces may 
use targeting procedures to manage the use of lethal autonomous weapon 
systems while ensuring compliance with the law of armed conflict.!!8 The 
U.S. joint concept applies at the joint level of command where forces and 
capabilities are combined from more than one branch of the armed forces 
under a joint force commander (JFC).!!9 Below the JFC, each branch of the 
U.S. armed forces applies the same principles of the joint targeting cycle to 
conduct their own targeting analysis within their specific domain.!!:  For 
example, the U.S. Army nests their targeting process focused on the land 
domain within the overall joint targeting process.!"; 

The United States defines targeting as the process of selecting and 
prioritizing targets and matching the appropriate response to them, 
considering operational requirements and capabilities.!"! Within the U.S. 
joint targeting cycle, the guiding principles of the law of armed conflict, such 
as distinction, proportionality and precautions in attack, are integrated across 
six phases—(1) Commander’s Objectives, Targeting Guidance, and Intent; 
(2) Target Development and Prioritization; (3) Capabilities Analysis; (4) 
Commander’s Decision and Force Assignment; (5) Mission Planning and 
Force Execution; and (6) Combat Assessment. The targeting cycle is a 
continuous process that is initiated once planning begins for an operation and 
does not end until operations are over.!"" It is an iterative process that is not 
time-
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example, a system’s potential targets, geographic range, time on station, and 
use of munitions. 

Phase 2 — Target Development and Prioritization — begins with a 
systematic examination of potential targets in order to identify those entities, 
objects or combatants, when successfully engaged, support the achievement 
of the commander’s objectives.!#; Once the potential targets are identified, 
they are validated to ensure the potential targets meet the objectives outlined 
in the commander’s guidance and comply with the law of armed conflict and 
the rules of engagement.!#! It is here where targets are confirmed to be lawful 
military objectives by nature, purpose, use, location or class of persons.!#" 
Autonomous systems could theoretically assist with target development, but 
whether that system may validate targets and target systems without human 
intervention would have to satisfy the legal and policy requirements analyzed 
herein. Once the targets are validated, they are added either to the joint target 
list upon which there are no target engagement restrictions or the restricted 
target list that detail specific restrictions on the actions authorized against it 
due to operational considerations.!## There are numerous operational reasons 
to restrict actions upon a given target due to second- and third-order effects. 
One reason may also be the legal obligation to take feasible precautions in 
planning and conducting attacks.!#5 

Phases 3, 4, and 5 are critically important in determining whether LAWS 
may be employed as a suitable capability, as well as, to ensure compliance 
with the laws of armed conflict. The following analysis presumes there are 
no other non-legal considerations that constrain the use of LAWS for the 
particular operation. As a methodology, the joint targeting process ensures 
any weapon system used for engagement achieves the designated objectives 
of the mission, to include being lawful. 

Phase 3 — Capabilities Analysis — involves evaluating available 
capabilities, both forces and weapon systems, to determine appropriate 
options to engage the targets that were validated as military objectives during 
phase 2. The primary purpose is to determine how the capabilities available 
across the joint force may be used to create the desired effects on the 
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harm to civilians and civilian objects.!5; If a lethal autonomous weapon 
system can satisfy the requirements in phase 3, then it will be an option to 
consider during phase 4. 

Phase 4—Commander’s Decision and Force Assignment—is the step 
where the commander either approves, disapproves, or approves with 
modifications the planned engagements of the prioritized and validated 
targets using the specific means and methods vetted during the capabilities 
analysis. In addition to operational considerations, it is here where the legal 
obligation to apply the principle of proportionality is made.!5! The 
consolidation of all the data and information surrounding the validated 
targets and the capabilities analysis, to include the CDE, as well as the 
broader strategy, objectives and military end state inform the commander’s 
decision as to whether the expected incidental harm to civilians or civilian 
objects would be excessive in relation to the concrete and direct military 
advantage anticipated to be gained.!5" If an autonomous weapon system is an 
option verified during the capabilities analysis in phase 3, the commander 
may only approve its use against a designated target if reasonably convinced 
in good faith that the anticipated civilian collateral injury or damage is not 
expected to be excessive. 

The commander must also be convinced that the obligation to take 
feasible precautions in planning and conducting attacks to reduce risk of 
harm to civilians and civilian objects has been met through the weaponeering 
and collateral damage estimation conducted during phase 3. At this point, a 
commander’s decision to approve a lethal autonomous weapon system 
against a validated target survives so long as the proportionality rule 
continues to be satisfied up to the point of the actual attack. If at any point 
during execution of the attack new information is raised concerning changes 
in expected civilian harm, the commander and subordinate commanders must 
still exercise due regard to reduce the risk of incidental harm and ensure 
civilian harm is not excessive in relation to the military advantage 
anticipated.!5# Assuming these obligations are met and will continue to be 
satisfied, the planned targets are transmitted to the combat forces assigned to 
prosecute those targets, including those units with autonomous weapons 
capabilities. 
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opportunity is validated as a lawful military objective, vetted to ensure effects 
against that target meet the objectives and criteria outlined in the 
commander’s guidance, and certified that the engagement is not otherwise 
restricted.!5: 
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desired effects that are unattainable by other available capabilities that would 
cause less collateral damage. Indeed, the use of lethal autonomous weapon 
systems within the U.S. joint targeting cycle is subject to strict standards to 
comply with operational and legal constraints. 

VII. CONCLUSION 

The Group of Governmental Experts on Emerging Technologies in the 
Area of Lethal Autonomous Weapon Systems includes this guiding 
principle: “(c)onsideration should be given to the use of emerging 
technologies in the area of lethal autonomous weapon systems in upholding 
compliance with IHL and other international legal obligations.”!68 As this 
Article has demonstrated, the United States has given such consideration by 
implementing and promoting policies and procedures that regulate the 
acquisition, development, testing, and employment of autonomous weapon 


